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Abstract

Recently recognition and categorization of objects from images using lo-
cal features has become very popular. While similar approaches have
been used for identification and categorization tasks they have not been
treated in a common framework. In this paper we present a method that
treats visual object identification, categorization in a common framework
by exploiting ideas from image interclass transfer. We propose a hierar-
chically organized visual memory, where the high levels of the hierarchy
represent generic classes and the leaves individual objects. The features
used in the nodes of the hierarchy are learned using Adaboost on integral
orientation histogram features (using these features makes a real time im-
plementation possible). Learning the discrimination within a layer of the
hierarchy is inspired by the work of Ferencz. Therefore, one can view
our method as a hierarchical generalization of the interclass image trans-
fer. First experiments demonstrate that the proposed method is able to
learn meaningful object categories, as well as identification of individual
objects.

1 Introduction

Recently we have witnessed an explosion of computer vision methods dealing on the one
hand with visual object identification (e.g. [1, 2, 3]) and on the other hand with visual
object categorization (e.g. [4, 5]). In both fields remarkable progress has been achieved.
For object recognition local approaches such as [1, 2, 6], based on the detection of local
key-points, and construction of a descriptor characterizing the photometric image content
around the key-point, have gained much popularity. Even for categorization tasks, as shown
by Fergus in [4], these approaches show promising results. Nevertheless, categorization
and identification have been treated separately. However, for large scale object recognition
systems (dealing with thousands of objects), it is essential to combine both tasks. Espe-
cially the identification task becomes easier and faster if the object category is already
known due to the limited number of possible objects. On the other hand, also object cat-
egorization can benefit from object identification by using the trained images for creating
generic models for categorization.

Therefore an important issue for an object recognition system is the ability to learn from



a few examples [5] or even from just a single example like in [3, 7, 8, 9]. Most recent
approaches [10] suffered from requiring hundred’s of training images for doing catego-
rization. The major question is how knowledge of already trained objects can be used for
learning of novel objects. This is also known as the interclass transfer problem. First ap-
proaches [11] in this direction find common features and use them for representation of
multiple objects and additionally for the description of novel objects.

In this paper we claim that all these problems of identification, categorization and even
the interclass transfer are highly related and should be treated in a common framework.
We present a method that integrates identification, categorization and detection within one
system. Our approach is based on hierarchical grouping of similar objects providing cate-
gories and specific object instances in the same framework. By using ideas from interclass
transfer, our approach has the ability to incrementally learn novel objects requiring only a
few training examples. The hierarchical structure is used for both categorization and iden-
tification while learning the system detects object classes on its own. Furthermore, because
we use efficient data-structures for feature extraction the system has the ability of be used
for real-time applications. Preliminary results are very encouraging and clearly show the
power of the approach to categorize and identify objects.

In the remainder of the paper, we first introduce the approach for grouping similar objects
and presenting the hierarchical approach for combining identification and categorization,
see Section 2. In Section 3 we discuss two experiments, one illustrative and one showing
first performance evaluations. Finally, we present some conclusion and work in progress.

2 Hierarchical structuring of objects

Recognizing many objects (> 100) in an adequate time requires a structured representation
of the object models avoiding the one to one comparison of current systems. Therefore, we
use a hierarchical structure of objects in order to form the so called object-memory.

Hierarchical approaches for recognition tasks with large data sets have been proposed in
[12] based on the ideas of [13]. The goal of these approaches is primarily speed. However,
different to their approaches our basic idea behind the structuring is to group similar objects
into object-layers. Each object layer consists of a set of models representing a set of learned
objects. Inspired by Ferencz [3] these models are classifiers able to make decisions of
’same’ or ’different’ class which can be used for object identification. For creating these
models features are chosen by a feature selection technique to distinguish objects within a
single layer.

For illustration, Figure 1 shows the basic idea of the approach using faces. In higher levels
generic models are represented while lower levels models allow fine discriminations. As
a consequence of using interclass transfer we are able to handle object categorization and
identification within the object-memory structure.

In Section 2.1 we introduce the feature extraction technique for building an object model.
Section 2.2 presents the algorithm for building the hierarchy.

2.1 Feature selection

The goal of our proposed feature selection is to distinguish objects by searching for discrim-
inative features between the objects. We use SIFT like features [1] together with boosting
[10] for feature selection. The basic idea of SIFT is to use gradient orientation histograms
as a descriptor. In many applications these features have demonstrated impressive match-
ing performance. There are also relations to the human visual system as shown by [14]. In
addition it has been shown [15] that by using integral orientation histograms the descriptor



Figure 1: Object Memory (left) and the interclass relations (right). On the top the model
describes a generic face while going into more deeper layers models become more discrim-
inative.

can be computed very fast, which is one important issue in practice. To achieve robustness
a large number of intermediate features [16] is used. Therefore, we first determine a fea-
ture pool of randomly selected rectangular regions (varying in position and scale) which
represent possible features.

Figure 2: Integral orientation histograms [15] are used for a fast extraction of orientation
histograms from rectangular patches.

Second, we select for each object the most discriminate features by boosting [17]. For
doing this we have to build a weak classifier (hypothesis) for each feature.

Since usually we are dealing with very few examples we use the idea of learning a distance
function d : I × I → [0, 1] from [18], where I corresponds to a orientation histogram of
a feature patch. This is evaluated for all possible combinations of samples of class ’same’
vs. ’same’ and class ’same’ vs. ’different’, respectively. As proposed by Ferencz [3] we fit
two Gamma-distributions to the computed distances for the two classes, derived from the
distance function. Thus we are able to obtain a hypothesis, simply by choosing the more
probable class. This principle is visualized in Figure 3.

To summarize, a single hypothesis, extracted from a single feature, corresponds to a weak
classifier in the boosting method. Performing N boosting iterations we select N fea-
tures with corresponding weights. Thus we obtain for the local patches features and their



Figure 3: Gamma-distributions for the classes ’same’ and ’different’ are derived from a few
training samples for a single feature similar to Ferencz [3].

weights. The final decision (strong classifier), which represents the output of an object
model, is given by evaluating the term

hStrong(x) = sign
( N∑

n=1

αn · hWeak(x)
)
. (1)

This can be expressed by a linear combination over the chosen features. A confidence can
be obtained by just taking the sum in Eq. (1) (without the sign(·) function).

2.2 Building the hierarchical structure

For organizing our object-memory in a hierarchical manner we need at least two objects
to start with (an object consists of a set of representative images). In a first step, we put
these two objects into a single layer and use the above described feature selection method
to learn models for the two objects (i.e. discriminative features). When adding a novel
object to the memory we first search for the most suitable layer. This is done by simply
evaluating the novel training images, starting with the first layer. If each model in the
current layer classifies the object as ’different’, then the object is added to the current layer
as a new object. A model is trained to distinguish the novel object from the objects in the
layer. Furthermore, we retrain the parent model to achieve a more generic representation
in the upper object layer. Otherwise, if we find a model in the current layer which can
describe the novel object, we proceed recursively at the next layer. If there is no next layer,
we create a new layer, which is initialized by the novel object and its parent, by training
features distinguishing between these two.

3 Experiments

This section presents the results of two experiments. The first one is illustrative, the sec-
ond one illustrates the recognition performance. For both experiments public available
databases have been used.



(a) Hierarchical structure of the object-memory

(b) Layer content of the object-memory

Figure 4: The object-memory is able of grouping similar objects into the same layer. All
three object categories have been clustered. (a) depicts the hierarchical ordering of the
object models and (b) the content of each object layer represented by one corresponding
training image (i.e. nodes higher in the hierarchy hold more generic representations).



3.1 Experiment 1: Faces, cars and handwritten text

For the first experiment we selected objects from the Yale-Face database1, the car database
which has been provided by Ferencz2 and third images from a handwritings-database3 con-
taining zip-codes and other handwritten letters. The purpose of this experiment is to show
how the hierarchical structure automatically groups similar objects together. Therefore six
faces, four cars and 2 handwritings have been chosen.

Figure 4 shows the learned object-memory. This nicely illustrates how the system is able of
grouping similar objects into the same layer. In Figure 4(a) the hierarchical structure of the
object models is shown while Figure 4(b) depicts the object layers with the object models
(i.e. object models are represented by a representative training image). Furthermore, con-
sidering the category cars, we see that the hierarchical approach automatically determines
the granularity of the grouping.

For evaluation we used 84 different test images. Evaluation results for some test images
are shown in Figure 5. We achieved 94% detection rate (recall) and 86% precision on all
84 test images.

(a) (b) (c) (d)

Figure 5: Illustrates the evaluation of four different test images (top row). Below each
of them the evaluation path is represented by bar plots. They show the responses of each
classifier at each layer in the evaluation path, see Figure 4. In the last row we finally
see the identified object from the object-memory which is represented by a corresponding
training image. In the last column we can see that the ZIP code has not been identified
correctly (because this specific code has not been trained), nevertheless the chosen category
is correct.

1http://cvc.yale.edu/projects/yalefaces/yalefaces.html (2005 Oct, 20)
2http://www.cs.berkeley.edu/ ferencz/vid/dataset.html (2005 Oct, 20)
3http://www.cedar.buffalo.edu/Databases/CDROM1/ (2005 Oct, 20)



3.2 Experiment 2: Cars

The intention of the second experiment is to show the performance of the approach de-
pending on the size of the object-memory. The car objects from the database provided
by Ferencz has been used for evaluation. The object-memory was trained using 6 sample
images for each object. To obtain the recall-precision curves we varied the threshold for
the confidence of identification. If we have in a single layer multiple positive responses we
evaluate multiple hypotheses.

Figure 6(a) analyzes the model complexity i.e. how many features are used for description
at each node. We can see that if we use more than 15 features, performance increases
only slightly. In addition, we varied the number of learned objects by using a fixed model
complexity of 15 features. Up to 60 objects the system performs very well while for 120
objects the model complexity has to be increased. These results are comparable to [3].

(a) RPC varying the model complexity (30 ob-
jects have been learned).

(b) RPC varying the number of trained objects
(using 15 features for an object model).

Figure 6: Experimental evaluations of the car experiment.

4 Conclusion

A hierarchical structuring technique has been introduced solving both - object identification
and object categorization. In addition, the proposed algorithm can be used within real-time
applications. The key-idea of the approach is the grouping of similar objects into layers and
to organize them in a hierarchical manner. Boosting in combination with orientation his-
tograms is used as feature selection method for distinguishing objects within a single layer.
The property of just being discriminative within a single layer remarkably simplifies the
identification task. The ability of categorizing is reached by higher layers after retraining
with child-layers has been done. However, the effect of retraining of layers using infor-
mation of their children belongs to current research. In addition we are investigating the
effects of dynamically determining complexity for object models.
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